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ABSTRACT
In this paper, we study the problem of recommending time-sensitive
location sequence for mobile users using their check-in data on
location-based social networks. Most of the existing studies on
Point of Interest (POI) recommendation and prediction fail to ad-
dress the following two key challenges: (1) how to handle the sce-
nario where the user-location matrix is very sparse (i.e., each user
has a very limited number of check-ins, or to say, cold-start users),
and (2) how to recommend an optimal time-sensitive visit sequence
where each venue matches a time slot speci�ed by users, based on
their check-in histories. Motivated by the two challenges above,
we propose a predictive framework that enables time-sensitive
location sequence recommendation leveraging both the users’ se-
mantic and spatial similarities, especially for cold-start users. Our
novel framework consists of three modules: semantic similarity
modeling, spatial similarity modeling, and on-line sequence recom-
mendation. In semantic modeling, we calculate users’ similarity
scores by comparing users’ temporal hierarchical semantic trees.
In spatial modeling, we use Gaussian Mixture Model (GMM) to
compute users’ similarity scores with respect to their geographical
movement pa�erns. A�erwards, we combine the check-in data of
the target user with those of her top-k most similar users in terms
of both semantic and spatial similarities to train a personalized
Hidden Markov Model (HMM) to predict the most probable venue
category for each speci�ed time slot. At last, we recommend loca-
tion sequence based on the predicted venue category sequence for
the target user using geographical mapping.
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1 INTRODUCTION
With the rapid development of positioning technologies and per-
sonal devices such as smart-phones, a number of Location-based
Social Networks (LBSNs) have emerged, e.g., Foursquare and Geo-
Life. With these applications, users are able to share their location
data. �ese records imply extensive knowledge about a user’s inter-
ests and behavior, and mining such data has become an interesting
research topic. Check-in records have two very important compo-
nents, the location and the time. Because of the particularity of
check-in record, it is possible to analyze user’s action according to
the user’s mobility and activities in the physical world.

A location recommendation o�en simultaneously considers the
following factors. (1) User record. (2) Behavior of other users. (3)
User’s current location. Most of the existing location-based recom-
mender systems have the following limitations: (1) providing a list
of separate locations which match a user’s personal interest without
the support of continuous location sequence recommendation[12] ,
(2) requiring a large amount of check-in data from the target user
and other users to make the predictive systems work (i.e., cold-start
problem), (3) inability to consider temporal factors when making
venue recommendation because users’ preferences on venues are
actually time-dependent or time-sensitive. In this paper, we aim
to develop a novel framework for recommending an optimal time-
sensitive visit sequence that best matches the time slots speci�ed
by a target user.

By taking full advantage of the similarities between mobile users,
our proposed framework does not su�er from the cold-start problem
and works well even if the target user has very few footprints
(check-ins) on a LBSN site. �e key contributions of this paper are
as follows:

• We propose a predictive framework that enables time-
sensitive location sequence recommendation leveraging
both users’ semantic and spatial similarities in support of
sparse user-location matrix. Our novel framework consists
of three modules: semantic similarity modeling, spatial
similarity modeling, and on-line sequence recommenda-
tion.

• In semantic similarity modeling, we build a venue cate-
gorical semantic tree, i.e., Weighted Category Hierarchy
(WCH), to capture each user’s venue categorical prefer-
ence based on users’ check-in histories. Given any two
users, their semantic similarity score can be calculated as
the weighted sum of the Jensen-Shannon divergence of
each level in their corresponding Normalized Weighted
Category Hierarchies (NWCHs).



• In spatial similarity modeling, we employ Gaussian Mix-
ture Model (GMM) to capture users’ geographical move-
ment pa�erns. �e in-between user spatial similarity scores
can then be estimated by computing the average log-likelihood
that a user’s check-in records �t with the GMMs learned
from other users.

• Given any target user, we train her personalized Hidden
Markov Model (HMM) by combining the check-in records
from herself and her top-k most semantically and spatially
similar users, identi�ed in the above semantic and spatial
similarity modeling. Such trained personalized HMM will
then be used to predict the most probable venue categories
for all the speci�c time slots and recommend a location
sequence to the target user based on geographical mapping.

2 OVERVIEW OF OUR APPROACH
In this section, we introduce the motivating example and the archi-
tecture of our time-aware location sequence recommender system.

In a location-based social network, a user can visit multiple
locations, which may generate a check-in sequence. �e user’s
check-in records re�ect her location history in the real world. As
illustrated in Figure 1, the system maintains a sequence of check-
in records for each user. Each check-in record shows the time
when the user checked in and the venue where the user visited. A
venue check-in contains the information of the real-world location
(latitude and longitude) that can be shown on a map, associated with
a set of categories. In Foursquare the categories are represented by
a category tree. For example, category “Food” includes category
“Chinese Restaurant” and “American Restaurant”, and “Chinese
Restaurant” includes “Cantonese Restaurant”.

Our system allows a user to set the time schedule by entering a
sequence of time slots when she wants to visit a few venues. �e
length of the sequence is decided by the user. For example, a user
may choose 10:00, 12:00, and 13:00 as the three time slots. �en she
speci�es the second venue she wants to visit must be a restaurant.
�e system will generate a sequence of venues that best matches her
selections based on both the check-in histories of herself and her
top-k most similar users. Figure 2 shows the system architecture,
which consists of o�ine modeling, online recommendation and
user interface.

3 OFFLINE TRAINING
In this section, we introduce the o�ine modeling of our system,
which is composed of two modules: 1) the semantic similar user
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Figure 1: User Check-ins on Social Network.

discovery, which generates a semantic tree for each user and com-
putes their semantic similarity scores, 2) the spatial similar user
discovery, which �ts a Gaussian mixture model with each user’s
check-in records and then calculates users’ spatial similarity scores,
and 3) personalized HMM training, which trains a hidden Markov
model for each user.

3.1 User Semantic Similarity
�is module �rst extracts a user’s semantic preference based on
the categories of her visited places. Figure 3 shows the process of
calculating a user’s weighted category hierarchy (WCH) [3]. In a
WCH, each node is associated with the frequency of a user’s check-
ins at the corresponding category. In such hierarchy, a deeper
level denotes the categories of a �ner granularity. Next, an Inverse
Document Frequency (IDF) tree will be calculated. As shown in
the Figure 3, the value of each node represents the IDF value of
the category. At last, the two values for the same node will be
multiplied. Equation 1 shows how to compute the TF-IDF value of
category c’ in the hierarchy of user u(i.e., u .wc ′ ).

u .wc ′ =
|{u .vi : vi .c = c ′}|

u .V × lg |U|��{uj .c ′ ∈ uj .C}�� (1)

�e �rst term of the equation is the TF value, where |{u .vi :
vi .c = c

′}| is user u’s number of visits to venues in category c’, and
u .V is the user u’s total number of visits. �e second term of the
equation is IDF value, where |U| is the number of all the users and
|{uj .c ′ ∈ uj .C}| is the number of users who have visited category
c’.

Such a WCH is able to capture an individual’s preferences in
di�erent categories of di�erent granularity. For example, the user
shown in Figure 3 has interest in “Food” and “Entertainment”, and
in the category “Food” she likes “Chinese Restaurant”.

To compute the similarity score of any two users based on their
WCHs, the naive method is simply counting the overlapped nodes
(check-in occurrences) at each venue category. For cold-start users,
this approach leads to many close to zero or zero weights, leading
to a very poor performance of the similarity comparison in practice.
To solve the problem, we employ the Jensen-Shannon divergence[7],
which is originally de�ned as follows:

JSD(P ‖ Q) = 1
2

∑
P(log P

M
) + 1

2
∑

Q(log Q

M
) (2)

with M = 1
2 (P +Q) where P andQ are two probabilist distributions.

We normalized each WCH into Normalized WCH (NWCH) by nor-
malizing all the IT-IDF scores for each category at the same level
so that they sum to 1. �e semantic similarity score of two users
can then be calculated as the weighed sum of the J-S divergence of
each level in the two corresponding NWCH, i.e., the semantic trees.
For each user ui , we keep a list of the users with the top-k highest
semantic similarity scores to her.

3.2 User Spatial Similarity
Besides the preferences on venue categories, the users also have
preferences on di�erent geographical areas. To extract a user’s spa-
tial preference, we use Gaussian Mixture Model (GMM) to cluster
check-in locations.
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Figure 2: System Architecture.

Using GMM to model a user’s check-in points is motivated by
the observation that there may be several frequently visited neigh-
borhoods for a particular user. �e distribution of the check-ins
from a sample user indicates some geographical clusters where she
frequently checked in. �erefore, we train a GMM for each user
based on her check-ins. Assume that the GMM for user u is λu , and
X represents the feature vectors (the coordinates of check-ins) of
user v . We can compute the average log-likelihood of model λu for
the vector X = {x1, ...,xT } using

logp(X | λu ) =
1
T

T∑
t=1

logp(xt | λu ), (3)

which can be computed as the spatial similarity score from user v
to user u. By employing GMM, we are able to incorporate spatial
distribution pa�erns into similarity score computation in order to
identify the top-k most similar users given any target user.

3.3 HMM training on categorical sequence
A Hidden Markov Model (HMM) [4, 11] is a state modeling tech-
nique that deals with a situation where one observes a sequence of
emissions but does not know the sequence of states the model goes
through to generate those emissions. �e use of HMM to model
users’ preference on temporal venue visit sequence is motivated
by the observation that a user’s next visit largely depends on her
current visit.

Here we treat the categories of venues as states and the time
slots as observations. As we know, a user has a higher probability
to go home a�er she leaves her work o�ce while a user has lower
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Figure 3: User WCH Construction.

probability to go to a food store if she just visited a restaurant. Fur-
thermore, the visit frequency for each venue is di�erent. A fast food
restaurant would have a higher probability to be visited at lunch
time than during working hours. �erefore, each category has
its own emission matrix. We train a personalized Hidden Markov
Model (HMM) for time-sensitive location sequence recommenda-
tion by using the check-in sequences from both the target user and
her top-k most similar users in terms of both semantic and spatial
similarity scores.

�e notations used in HMM is shown on Table 1. �e training
of HMM model can be done o�ine and updated periodically. �e
training time largely depends on the number of top similar users k
we want to identify given any target user. In practice the k value
is a relatively small number because we only want to model each
user’s preference using a few users who are most similar to her
rather than using other dissimilar users.

4 ONLINE INFERENCE
In this section, we discuss the online recommendation of our system,
which consists of 1) category inference, which predicts the most
probable category sequence for all the given time slots speci�ed
by users using Viterbi algorithm, and 2) venue search, which casts
each predicted category to a speci�c venue (point of interest) by
geophysical mapping based on users’ current locations.

A�er training the HMM for each user, we apply Viterbi algo-
rithm to �nd the most probable sequence of states (categories)
that matches the time slots speci�ed by the user. Given the model
λ = (A,B) and a sequence of observations O = o1,o2, ...,ot , the
Viterbi algorithm is able to �nd the most likely state sequence
S = s1, s2, ..., st . A formal de�nition of the Viterbi recursion fol-
lows:

Initialization:

v1(j) = a0jbj (o1), 1 ≤ j ≤ N (4)
bt1(j) = 0 (5)

Recursion:

vt (j) =
Nmax
i=1

vt−1(i)ai jbj (ot ), 1 ≤ j ≤ N , 1 ≤ t ≤ T (6)

btt (j) =
Narg max
i=1

vt−1(i)ai jbj (ot ), 1 ≤ j ≤ N , 1 ≤ t ≤ T (7)

Termination:

�e best score: P∗ = vT (sF ) =
Nmax
i=1

vT (i) ∗ aiF (8)
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Table 1: Notations used in Hidden Markov Model.

Elements Meaning
S = s1, s2, .., sT Hidden States, which cannot be observed directly
O = o1,o2, ..,oT Observations, Can be observed directly

A = a11,a12, ...,an1, ...,aNN Transition Matrix, Describe the transfer probability among the stages
B = bi (ot ) Emissions Matrix, Describe the output probability of observations in di�erent states

By employing Viterbi algorithm, we are able to get the most
probable category for each time slot selected by the user. For each
predicted category for a particular time slot, we search for popu-
lar venues belonging to that category based on the user’ current
location (i.e., within a range decided by the user). When multiple
categories are predicted by HMM for a particular time slot, we make
multiple venue recommendations according to the probabilistic dis-
tribution of the predicted categories so that we will recommend
more venues for a category with a higher visit probability.

5 RELATED WORK
In the last decade, learning a user’s visit preferences from the user’s
location check-in history has a�racted much a�ention in both
academia and industry. For example, [6] stores users location histo-
ries using a matrix, where each row denotes a user and each column
represents a location. In their work, the similarity between two
users is simply represented by the cosine similarity between matrix
rows, which do not take sequential and hierarchical properties of
locations into account. In [14], hierarchical-graph-based similarity
measurement is proposed to uniformly model each individual’s
location history and measure the similarity among users. However,
it is unable to handle the data sparseness problem. [3] handles
mobile users by storing a user location history into the category
space and modeling user preferences using WCH. However, it does
not work well for cold-start users because their calculations simply
reply on counting of check-in occurrences at each venue category.
For cold-start users, this operation leads to many close to zero or
zero weights, making the similarity comparison perform poorly
in practice. Also, [3] failed to consider user’s temporal preference
for venue check-ins. [5] employs GMM to capture the dynamics
of human movement. [8] introduce a location recommendation
framework, based on the temporal properties of user movement.
Yuan et al. [13] incorporated both temporal cyclic information
and geographical information for time-aware POI recommendation.
�ere are also some studies in the literature that employ machine
learning-based approaches in POI prediction or recommendation.
[2] presents a system that clusters users’ signi�cant locations from
GPS data and predicts location based on the Markov models. [10]
uses a history of a driver’s destinations to predict where a driver
is going as a trip progresses. [1] designs a system based on the
generation of a hidden Markov model from the past GPS log and
the current location to predict a user’s destination. [9] combines k-
nearest neighbor and decision tree for predicting user’s destination
based on hidden Markov model. Unlike our work, all the above-
mentioned studies focus on the single location recommendation or
prediction and therefore are unable to support the time-sensitive
venue sequence recommendation. To the best of our knowledge,
our work is the �rst a�empt to address the time-aware location se-
quence recommendation in support of sparse user-location matrix.

6 CONCLUSION
In this paper, we propose a predictive framework that enables time-
sensitive location sequence recommendation based on sparse user
check-in data on LBSNs by leveraging both mobile users’ semantic
and spatial similarities. �e proposed framework consists of three
modules: semantic similarity modeling, spatial similarity modeling,
and on-line sequence recommendation. Taking full advantage of
the similarities between mobile users, our proposed framework
does not su�er from the cold-start problem and therefore works
well even if the target user has very few footprints (check-ins).
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